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ABSTRACT

The growing cost of tuning and managing computer systems is leading to out-sourcing of commercial services to hosting centers. These centers provision thousands of dense servers within a relatively small real-estate in order to host the applications/services of different customers who may have been assured by a service-level agreement (SLA). Power consumption of these servers is becoming a serious concern in the design and operation of the hosting centers. The effects of high power consumption manifest not only in the costs spent in designing effective cooling systems to ward off the generated heat, but in the cost of electricity consumption itself. It is crucial to deploy power management strategies in these hosting centers to lower these costs towards enhancing profitability. At the same time, techniques for power management that include shutting down these servers and/or modulating their operational speed, can impact the ability of the hosting center to meet SLAs. In addition, repeated on-off cycles can increase the wear-and-tear of server components, incurring costs for their procurement and replacement. This paper presents a formalism to this problem, and proposes three new online solution strategies based on steady state queuing analysis, feedback control theory, and a hybrid mechanism borrowing ideas from these two. Using real web server traces, we show that these solutions are more adaptive to workload behavior when performing server provisioning and speed control than earlier heuristics towards minimizing operational costs while meeting the SLAs.

Categories and Subject Descriptors: I.6.5 [Model Development]: Modeling methodologies; D.2.8 [Metrics]: Performance measures
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1. INTRODUCTION

The motivation for this paper stems from two growingly important trends. On the one hand, the cost and complexity of system tuning and management is leading numerous enterprises to offload their IT demands to hosting/data centers. These hosting centers are thus making a considerable investment in procuring and operating servers to take on these demanding loads. The other trend is the growing importance of energy/power consumption of these servers at the hosting centers, in terms of the electricity cost to keep them powered on, as well as in the design of extensive cooling systems to keep their operating temperatures within thermal stability limits for server components. A careful balance is needed at these centers to provision the right number of resources to the right service/application being hosted, at the right time, in order to reduce their operational cost while still meeting any performance based service level agreement (SLA) decided upon earlier. Focusing specifically on the energy consumption problem, this paper presents three main techniques - a pro-active one, a reactive one, and a hybrid between the two - to dynamically optimize operating costs while meeting performance-based SLAs.

The growth of network-based commercial services, together with off-loading of IT services, is leading to the growth of hosting/data centers that need to house several applications/services. These centers provision thousands of servers, and data storage devices, to run these applications, earning revenue from these application providers (customers) in return - sometimes referred to as on-demand computing. Over-provisioning the service capacity to allow for worst case load conditions is economically not very attractive. Consequently, much of prior work (e.g. [9, 31, 36]) has looked at finding the right capacity, and distributing this capacity between the different applications based on their SLAs. However, there could still be time periods during the execution when the overall server capacity is much higher than the current demands across the applications. It should be noted that the hosting center is still incurring operational costs, such as electricity, during such periods.

General Terms: Design, Performance

Keywords: Energy Management, Performance Modeling, Feedback Control, Server Provisioning
Energy consumption of these hosting/data servers is becoming a serious concern. As several recent studies have pointed out [11, 12, 22, 23, 29] data centers can consume several Megawatt. It is not just the cost of powering these servers, but we need to also include the cost of deploying cooling systems (which in turn consume power) to ensure stable operation [27]. We are at power densities of around 100 Watts per square feet, and the cooling problem is expected to get worse with shrinking form factors. Finally, one also needs to be concerned with the environmental issues when generating and delivering such high electric power capacities.

Statically provisioning the number of servers for a given cost (say of electricity) and performance SLA can be conservative or miss out on opportunities for savings, since workloads are typically varying over time. Dynamic power management is thus very important when deploying server farms/clusters, and hardware has started providing assistance to achieve this. For instance, in addition to powering down a server, most processors today allow dynamic voltage/frequency scaling (DVS), where the frequency (and voltage) can be lowered to produce much more savings in power consumption compared to how much one looses on performance. While this may not provide as much savings as shutting down a server completely, the advantage is that it can still service requests (albeit at a lower frequency), and does not incur as high costs (whether it be time for transitioning between frequencies or in terms of wear-and-tear associated with repeated server on-off cycles).

Much of the earlier work [11, 29] in this area, used server turn off/on mechanisms for power management. The only other work that considered a combination of these two mechanisms (turn off and DVS) was done at IBM [15]. However, this work did not (nor did the others) consider the impact of server off/on cycles on the long term reliability of server components due to wear-and-tear. Note that failing of components incurs additional costs (hardware and personnel) for procurement and replacement. Further, none of the prior studies have really considered the goal of meeting a response time requirement (SLA). Rather, they have tried to optimize energy first, at a slight degradation in response time. For a hosting center, it is more important to meet the required SLA in terms of response time (since that is the revenue maker), and reducing the energy consumption when meeting this goal should be a desirable (rather than vice-versa). As our results will show, not treating the performance-based SLA in the dynamic optimization as a first class citizen causes these other schemes to fall short, even though they may provide more energy savings. Finally, most of the prior work has just looked at optimizing the energy in a single application setting, assuming the existence of a higher level server provisioning mechanism across applications. Our framework on the other hand, integrates server provisioning across applications (which automatically tells us how many servers to turn on/off) with energy management within an application, in an elegant fashion while still allowing different options for these two steps.

This paper presents the first formalization to this dynamic optimization problem of server provisioning and DVS control for multiple applications, which includes a response-time SLA, and the costs (both power and wear-and-tear) of server shutdowns. We present three new online mechanisms to this problem. The first is pro-active in that it predicts workload behavior for the near future, and uses this information in a stochastic queuing model to perform control. The second is reactive in that it uses feedback control to achieve the same goals. The third is a hybrid scheme where we use predictive information from the first for server provisioning, and feedback control of the latter for DVS. Using real web-server workloads in a multi-application setting, we show that all these schemes can provide good energy savings without ignoring the SLA (unlike the only other related mechanism [15] we can compare – it is never able to meet the SLA).

2. SYSTEM MODEL

Our hosting center model contains a number of identical servers, called a server cluster, which are all equally capable of running any application. While most of our system models and optimization mechanisms are applicable to a diverse spectrum of application domains (from those in the scientific domain to those in the commercial world), the implementation and evaluations are mainly targeted towards server based applications (web servers in particular) that service client requests. Each HTTP request is directed to one of the servers running the application, which processes the request in a time (service time) that is related to a request parameter (e.g. file size). Consequently, one can impact the throughput/response time for these requests by modulating the number of servers allocated to an application at any time.

Dense blade systems are being increasingly deployed in hosting centers because of their smaller form factors (making it easier to rack them up), and power consumption characteristics. Such systems provide a fairly powerful (server-class) processor such as an Intel Xeon, 1-2 GB of memory, and perhaps a small SCSI disk. There can be several hundreds/thousands of these blade servers in a hosting center, all consuming electric power depending on whether they are turned on, and if so at what frequency. From the viewpoint of the customers (applications) of the hosting center, it is important to have at least as many servers as necessary for that application in order to meet a desired level of performance (SLA) for its client requests. In this exercise, we use a simple SLA that tries to bound the average response time for requests, and a more extensive SLA could have been used as well. From the viewpoint of the hosting center, the goal is to consume as little electrical energy as possible while still ensuring that the individual applications are able to meet their end-user SLAs for client requests. A schematic of the system environment is given in Figure 1.

![Figure 1: System Model](image-url)

The workload imposed on a server’s resources when running an application expends electric power, thereby incurring a cost in its operation. The important resources of concern include semiconductor components such as the server CPU, caches, DRAMs, and system interconnects, as well as electro-mechanical components such as disks. There are two mechanisms available today for managing the power consumption of these systems:

- One can temporarily power down the blade, which ensures that no electricity flows to any component of this server. While this can provide the most power savings, the downside is that this blade is not available to serve any requests. Bringing up
the machine to serve requests would incur additional costs, in terms of (i) time and energy expended to boot up the machine during which requests cannot be served, and (ii) increased wear-and-tear of components (the disks in particular) that can reduce the mean-time between failures (MTBF) leading to additional costs for replacements and personnel.

- Another common option for power management is dynamic voltage/frequency scaling (DVS). As will be shown in section 4, the dynamic power consumed in circuits is proportional to the cubic power of the operating clock frequency. Slowing down the clock allows the scaling down of the supply voltages for the circuits, resulting in power savings. Even though not all server components may be exporting software interfaces to perform DVS, CPUs [2] - even those in the server market - are starting to allow such dynamic control. With the CPUs consuming the bulk of the power in a blade server (note that an Intel Xeon consumes between 75-100 Watts at full speed, while the other blade components including the disk can add about 15-30 Watts), DVS control in our environment can provide substantial power savings.

Our framework allows the employment of both these options towards enhancing energy savings, without compromising on end-user SLAs. In our model, when a machine is switched off, it consumes no power. When the machine is on, it can operate at a number of discrete frequencies $f_1 < f_2 < \ldots < f_ℓ$, where the relationship between the power consumption and these operating frequencies is of the form $P = P_{\text{fixed}} + P_f f^3$ (see section 4), so that we capture the cubic relationship with the CPU frequency while still accounting for the power consumption of other components that do not scale with the frequency.

DVS implementation for a server cluster of these blades can be broadly classified based on whether (i) the control is completely decentralized, where each node independently makes its scaling choice purely on local information, or (ii) there is a coordinated (perhaps centralized) control mechanism that regulates the operation of each node. Though decentralized DVS control is attractive from the implementation viewpoint, previous research [15] has shown that a coordinated voltage scaling approach can provide substantially higher savings. In our system model, we use a coordinated DVS strategy where a controller is assigned for each application and it periodically assigns the operating frequency/voltage for the servers running that application. We perform this at an application granularity since the load for each application, and corresponding SLA requirements, can be quite different. Further, in our model, each server continues to be entirely devoted to a single application until the time of server reallocation.

With this model of the hosting center, the two solution steps to the problem at hand are to (i) perform server provisioning to decide how many servers to allocate to each application, and (ii) decide what should be the operating frequency for the servers allocated to each application. These steps need to be done periodically to account for time-varying behavior. Note that the first step may require bringing up/down servers and/or re-assigning servers. The time cost for such migrations of applications ($T_{\text{migrate}}$) and/or reboots ($T_{\text{reboot}}$) are incorporated in our model. Further, there is a long term impact of server reboots due to wear-and-tear of components such as the disk, and we include their dollar cost.

3. RELATED WORK

Resource Provisioning in Hosting/Data Centers: Since many of the services/applications hosted at these centers can have stringent service-level agreements to be met, there have been several investigations into resource capacity planning and dynamic provisioning issues for QoS control (e.g. [5, 31, 34, 38]). As many studies have pointed out, over-provisioning of resources can be economically unattractive, and it is important to accommodate transient overload situations (which are quite common for these services) with the existing resources [9]. Dynamic load monitoring (e.g. [30]), transient-load based optimization (e.g. [9, 36]) and feedback-based techniques (e.g. [3, 18, 26]) are being examined to handle these situations. However, these studies have mainly focused on performance (and revenue based on an SLA), and have not examined the power consumption issues.

Energy Management in Mobile Devices: Energy management has traditionally been considered important for mobile and resource-constrained environments that are limited by battery capacities. One common technique is to shut off components (e.g. the disk [21],[24]) during periods of inactivity. The influence that the frequency (which allows the voltage to be scaled down) has on the power consumption has been exploited to implement Dynamic Voltage Scaling (DVS) mechanisms for energy management of integrated circuits [10], [32]. Consequently, many processors - not only those for the mobile market, but even those in the server space [2] - today are starting to offer software interfaces for DVS. There have been numerous studies on exploiting DVS for power savings without compromising on performance (e.g. [17], [19],[25], [28], [37]). However, all these studies have been for mobile devices that have very different workload patterns than servers, and/or for embedded environments where soft/hard real-time constraints need to be met within a power budget.

Energy Management in Servers and Data Centers: It is only recently that energy management for server clusters found in data/hosting centers has gained much attention [8, 12, 16, 20, 23, 29]. Amongst these early studies, [11, 12, 29] show that resource allocation and energy management can be intertwined by developing techniques for shutting down servers that are not in use, or have low load (by offloading their duties to other servers). A detailed study of the power profile of a real system by researchers at IBM Austin [6] points out that the CPU is the largest consuming component for typical web server configuration. Subsequent studies [15, 33] have looked at optimizing this power, by monitoring evolving load and performance metrics to dynamically modulate CPU frequencies. A categorization of these most closely related investigations is summarized in Table 1, in terms of whether (i) the schemes consider just server shutdowns or allow DVS, (ii) they focus on energy management of just 1 server which can be thought of as completely independent management of a server without regard to the overall workload across the system, (iii) they consider different applications to be concurrently executing across these servers with different loads, (iv) they try to meet SLAs imposed by these applications, and (v) they incorporate the cost of rebooting servers (in terms of both time and MTBF).

Of the four related studies shown here, only two [15, 33] have considered the possibility of DVS for server applications. Of these two, only the IBM work [15] has examined the issues in the context of a server cluster, with the other focusing on a single machine/server setting. However, even the IBM work has not considered the issues in the context of multiple applications being hosted on these server clusters (i.e. the server provisioning problem in conjunction with energy management), nor have they considered the long term impact of machine reboots on operating costs.
Table 1: Comparing the most related studies with this work. The numbers given in parenthesis indicate number of servers/applns. used in the study. The “Time” for the reboot cost indicates that only the time overhead of rebooting systems was considered (and not the wear-and-tear).

<table>
<thead>
<tr>
<th></th>
<th>DVST</th>
<th>Multiple servers?</th>
<th>Multiple applns.?</th>
<th>SLA?</th>
<th>Reboot cost?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pune</td>
<td>Yes</td>
<td>Yes(5)</td>
<td>No</td>
<td>Yes</td>
<td>Yes(Time)</td>
</tr>
<tr>
<td>Rutgers</td>
<td>No</td>
<td>Yes(8)</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Virginia</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes(10)</td>
</tr>
<tr>
<td>IBM</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Ours</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

4. PROBLEM FORMULATION

We model our hosting centers to have M identical servers, all equally capable of running any application. Our model allows a maximum of N different applications to be hosted at any time across these servers, with each application $i$ being allocated $m_i$ servers at any time $\sum_{i=1}^{N} m_i \leq M$. When a server is operational, it can run between a maximum frequency $f_{max}$ (consuming the highest power) and a minimum frequency $f_{min}$, with a range of discrete operating frequency levels in-between. The service time of a request that comes to an application is impacted (linearly) by the frequency, and the overall service capacity allocated to an application is also directly related to the number of servers allotted to it.

A server CPU operating at a frequency $f$ consumes dynamic power ($P$) that is proportional to $V^2 \times f$, where $V$ is the operating voltage [10]. Further, underlying circuit design inherently imposes a relationship between the operating voltage and circuit frequency. For instance, as we lower the voltage (to reduce power), the frequency needs to be reduced in order to allow for the circuits to stabilize. The common rule of thumb for this relationship is given by $V \propto f^{-1}$. Since the power consumption of all other components (except the CPU) is independent of the frequency, we have the following simple model of power consumed by one cluster node running at frequency $f$: $P = P_{fixed} + P_f \times f^3$. This cubic relationship between operating frequency and power consumption has been used in other related work as well [15]. We can then calculate the energy consumption of the servers at the hosting center operating at a constant frequency $f$, over time $t$, as

$$E = M \times \int_{t} P \times dt = M \times (P_{fixed} + P_f \times f^3) \times t$$

Since the real workload is expected to be time varying, we need to control $M$ and $f$ over time to manage the energy consumption while adhering to any performance goals. Let us say that these are controlled periodically at a granularity of time $t$.

**Electricity Cost of Operation:** Over a duration of $Z$ such time units of duration $t$, the overall energy consumption is $\sum_{z=1}^{Z} \sum_{i=1}^{N} m_i(z) \times (P_{fixed} + P_f \times f_i(z)^3) \times t$, where $m_i(z)$ is the number of servers allocated to application $i$ during the $z$-th time period, which are all running at a frequency $f_i(z)$. If $K_s$ is the electricity charge expressed as dollars per unit of energy consumption (e.g., kilowatt hour), then we have the total electricity cost (in dollars) for operation of the hosting center to be $\sum_{z=1}^{Z} \sum_{i=1}^{N} m_i(z) \times (P_{fixed} + P_f \times f_i(z)^3) \times t$.

**Cost of Server Turn-ons:** One important point to consider is the impact of turning on/off servers. While frequency scaling is itself relatively simple (taking only a few cycles), and may not significantly affect the long term reliability of the system, the effects of turning off/on the servers should not be overlooked. Machine reboots can last several seconds/minutes, consuming power in the process. Further, it is well understood that server components (disks in particular) can be susceptible to machine start-stop cycles [14], thus reducing the MTBF when we perform server shutdowns. If $B_o$ is the dollar cost of a single server turn-on cycle, then the total amount of dollars expended by any mechanism using this approach can be calculated as

$$\sum_{z=1}^{Z} B_o \times \left[ \sum_{i=1}^{N} m_i(z) \times (P_{fixed} + P_f \times f_i(z)^3) \times t + B_o \right]$$

Note that the term $x^+ = x$ where $x \geq 0$ and $x^+ = 0$ otherwise. $B_o$ itself needs to account for the dollar energy cost for bringing up the machine ($P \times T_{reboot} \times K_s$), together with the dollar cost incurred by a smaller MTBF (denoted as $C_r$), i.e. $B_o = P_{max} \times T_{reboot} \times K_s + C_r$, where $P_{max}$ denotes the server power consumption when running at $f_{max}$.

Putting these together, we get the dollar cost of operation to be

$$\sum_{z=1}^{Z} \left( \sum_{i=1}^{N} m_i(z) \times (P_{fixed} + P_f \times f_i(z)^3) \times t + B_o \right)$$

which is the **objective function to minimize**. Note that one could choose to minimize this objective by inordinately slowing down the frequencies, or shutting down a large number of servers. This can result in violating any service level agreements (to meet a response time requirement) to customers/applications. We use a simple SLA, where the requirement is to meet an average response time target. Consequently, when minimizing the above objective function, we need to obey the following constraints:

- $W_i \leq W_{T_i}$, which is the SLA to constrain the average response time of application $i$ to a target $W_{T_i}$.
- $f_i(z) \in F = \{f_1, f_2, ..., f_{\ell}\}$ where $f_1 < f_2 < ... < f_{\ell}$, which says that a running server has to operate at one of the $\ell$ discrete frequencies. We use $f_{min}$ to denote $f_1$ and $f_{max}$ to denote $f_{\ell}$.
- $\sum_{i=1}^{N} m_i(z) \leq M$, since the total number of allocated servers has to be less than total capacity.

5. METHODOLOGY

We next discuss three mechanisms to determine the number of servers ($m_i$) allocated to each application $i$ and their frequency ($f_i$) at any instant. Note that all $m_i$ servers of application $i$ run at the same frequency $f_i$, as explained in section 2. To accommodate time-varying workload behavior, we assume that every $T$ minutes, servers are allocated for the $N$ applications (i.e. for all $i$, we determine $m_i$). Likewise, every $t$ minutes, we determine the frequency $f_i$ for the $m_i$ servers of application $i$. Although not required for modeling, for logical and implementation reasons we assume that $T$ is an integer multiple of $t$. Thereby at larger time granularities $T$, we perform server allocation/provisioning, and at smaller time granularities ($t$), we tune the servers to different frequencies. The basic premise for doing this at $2$ granularities, with $T > t$ is that server re-allocation (machine reboots and application migration) is much more time-consuming than changing the frequency. There are $U$ intervals of length $T$ present in the entire duration for which we want to optimize, and each of these (denoted by $u = 1$ to $U$) has $S$ intervals of length $t$ (i.e. $s = 1$ to $S$). This is pictorially shown
In Figure 2, we first propose two techniques - non-linear optimization based on steady-state queuing analysis, and a technique based on control theory - to determine \( f_i \) and \( m_i \) at every \( t \) and \( T \) minutes respectively. Then, we illustrate a hybrid approach integrating these techniques.

5.1 Queuing Theory Based Approach

We can model the system under consideration as a set of \( N \) parallel queues denoting the \( N \) applications. Client requests for application \( i \) arrive one by one into its corresponding infinite capacity queue (queue-\( i \)). Setting \( m_i \) and \( f_i \) by analyzing this queuing system involves three phases. First, we need to predict request arrival pattern and service time requirements. Next, we can use the predicted arrival and service time information in a queuing model to determine the mean response time for each application. Finally, we can use the response time information in our optimization problem, for which we describe a tractable solution strategy.

5.1.1 Prediction

To perform queuing analysis in each interval, we require estimates of mean arrival rate of requests (\( \lambda \)), squared coefficient of variation of request inter-arrival times (\( C_2^l \)), mean file size in bytes (\( \phi \)), and squared coefficient of variation of file size (\( C_2^f \)) for each application \( i \). Notice that all four of the above parameters are time varying as well as stochastic, requiring a prediction of their values at each interval. Historically, researchers have used either self-similar traffic patterns or used deterministic time-varying parameters. On one hand, self-similar models are attractive for describing the nature of the traffic and generating synthetic workloads, but they do not lend themselves well for analysis. On the other hand, time-varying models require Poisson assumptions and full knowledge of the time-varying behavior. It is important to note that it is not our goal here to determine the best prediction technique. However, our contribution is that if the parameters are well predicted, we can approximate the inter-arrival times and file size requirements as independent and identically distributed (i.i.d.) inside each interval and use this conveniently for online optimization.

We present a simple prediction technique with the disclaimer that this can surely be improved upon. From one time interval to another, for the mean inter-arrival times and standard deviation of inter-arrival times, we use a multiplicative S-ARMA (seasonal autoregressive moving average) [35]. We use several intervals of “training” data to tune the S-ARMA model. Then, based on the cumulative average, seasonality effects, as well as the value at a few previous intervals, we identify the parameters for a given interval. For mean and standard deviation of file size we use a simple decomposed model or Winter’s smoothing method [35]. In general, we found that the prediction works reasonably well for arrival rates, but the errors can be higher in terms of file sizes in certain cases. However, as we mentioned, our goal here is not necessarily to derive the best prediction mechanism. Note that the prediction values will be computed dynamically at the beginning of each interval during the actual execution with the real data.

5.1.2 Queuing Analysis

Using the predictions of \( \lambda(i), C_2^l(i), \phi(i), \) and \( C_2^f(i) \) for a given interval for each application \( i \), we next obtain an expression for the predicted average response times (\( W_i \)) in that given interval. We approximate queue-\( i \) to be a \( G/G/m_i \) queue with i.i.d. inter-arrival times and i.i.d. service times. Further, we assume that the time interval is large enough that steady state results can be used (note that this is one of the reasons why results with this technique may not be very good for small time granularities of control as our evaluations will show). There are several approximations for response time in the literature, of which many are empirical. In this study, we use the method in Bolch et al [7], which states that

\[
W_i = \frac{\phi(i)}{\beta * f_i} + \frac{\alpha_{m_i} \phi(i)}{\beta * f_i} \left( \frac{1}{1 - \rho_i} \left( \frac{C_2^l(i) + C_2^f(i)}{2m_i} \right) \right),
\]

where \( \beta * f_i \) is the bandwidth of the server in bytes served per second for application \( i \) (\( \beta \) is a constant that is calculated by measuring the service time of HTTP requests of different sizes on an actual system), \( \rho_i = \frac{\lambda_i \phi(i)}{\beta * f_i} \), and \( \alpha_{m_i} = \rho_i \frac{m_i + 1}{2} \). Notice that \( W_i \) in Equation (1) is non-linear with respect to the decision/control variables \( f_i \) and \( m_i \). Also, we do not need to write down the constraint \( \rho_i < 1 \) explicitly in the optimization problem as satisfying the SLA constraint would automatically ensure this.

Note that \( W_i \) decreases with respect to both \( m_i \) and \( f_i \). Therefore the SLA constraint would be binding if \( f_i \) and \( m_i \) were continuous. However in the discrete case, we can obtain an efficient frontier (i.e. for every \( f_i \) we can find the smallest \( m_i \) that will render the SLA constraint feasible). As there are \( \ell \) levels for \( f_i \), we will have to consider only \( \ell \) pairs of \( m_i \) and \( f_i \) for each application in each interval, as is exploited below.

5.1.3 Solving the optimization problem

We use \( s \) and \( u \) in all the parameters to denote the corresponding subscripts for \( S \) and \( U \) intervals as shown in Figure 2. For example, \( m_i(u) \) is the number of servers in queue-\( i \) at the \( u \)th interval of duration \( T \), and \( f_i(u, s) \) is the frequency of a server in queue-\( i \) at the \( s \)th interval of duration \( t \) for this given \( u \). The optimization problem can then be re-written in terms of the decision variables \( f_i(u, s) \) and \( m_i(u) \) (assume for all \( i, m_i(0) = 0 \) as:

\[
\min_{f_i(u, s), m_i(u)} \sum_{u=1}^{U} \left( \sum_{s=1}^{S} \sum_{i=1}^{N} K_s m_i(u) (P_{fixed} + P_f * f_i(u, s)^3) \right) t
+ B_0 \left( \sum_{i=1}^{N} m_i(u) - \sum_{i=1}^{N} m_i(u - 1) \right)^+
\]

subject to

\[
W_i \leq \bar{W}_i \text{ for all } i
\]

\[
\sum_{i=1}^{N} m_i(u) \leq M \text{ for all } u, \text{ and } m_i(u) \text{ is a non-negative integer}
\]

Clearly, the above optimization is non-linear and discrete in terms of the decision variables for both the objective and the constraints. Hence standard optimization techniques are not enough. Since we only consider a finite number of frequency alternatives, it is tempting to do a complete enumeration to determine the optimal solution. However, a complete enumeration would require comparing \( O(\ell^S M^U N) \) values - and performing these periodically during execution. Therefore we resort to a heuristic as explained below.
We revise the prediction model described above dynamically based on the previous observation (for \( u = 1 \)), and then run the following two steps at the beginning of each \( u \). We explain the steps briefly without going into details. We first consider the case \( t = T \), and therefore for all intervals \( s = 1 \). Under this framework, we use \( f_i(u, s) = f_i(u) \) for ease of notation.

**Step 1:** We first obtain a feasible solution that would result in an upper bound to the objective function. We consider only a single interval and optimize the parameters \( f_i(u) \) and \( m_i(u) \) for the simplified objective as below:

\[
\min_{f_i(u), m_i(u)} \sum_{i=1}^{N} K_i m_i(u)(P_{\text{fixed}} + P_f \cdot f_i(u)^3)t + B_0 \sum_{i=1}^{N} m_i(u)
\]

There are two ways of solving this, one is to assume the decision variables \((m_i(u) \text{ and } f_i(u))\) are continuous and use standard non-linear programming techniques. This is especially useful when the problem is scaled to a large number of applications. However, we use a second method where we exploit the monotonicity properties of the objective function and constraints as well as the fact that the frequencies take only a small number of discrete values. For that purpose, we use estimates of moments of inter-arrival times and file sizes, across all applications and across all intervals. Then, for each interval \( u \) we start by finding the minimum number of servers \( m_i(u) \) for all applications \( i \) so that the constraint \( W_i(u) \leq \hat{W}_i \) can be satisfied using the highest frequency for the servers. Note that the total number of servers in the hosting center \( M \) is large enough that this would guarantee the constraint \( \sum_{i=1}^{N} m_i(u) \leq M \) to be automatically satisfied - otherwise it implies the SLA has been chosen poorly since it would have been violated even without any energy management.

This solution can be improved by recognizing that the objective is a cubic in terms of the frequency that needs to be reduced. Therefore by suitably decreasing \( f_i(u) \) and increasing \( m_i(u) \), as long as the constraints are satisfied, we can obtain a solution that would be close to the optimal solution, i.e. we are trying to find the number of servers that are needed when they are all operating at lower frequencies that can give the most power savings. When reducing \( f_i(u) \), we select applications in decreasing order of \( f_i(u) \) for each interval.

**Step 2:** We next consider all the intervals together. The actual objective function that is the total cost across the entire execution, is used for this purpose. We use the upper bound solution from the previous step and work our way accepting feasible solutions that reduce the objective function value. If a point in this feasible space improves the objective, we accept that solution and search further in its neighborhood. In our approach we consider one interval at a time (going from the first to the last) and in each interval we select the applications in the decreasing order of their frequencies. For each application we compare the number of servers in that interval against those of the next interval. We try to level off the number of servers (to the extent possible) whenever the resulting solution improves. We search greedily giving importance to the points where the number of servers for this interval are close to the number for the previous interval (to reduce turn-on costs). Thereafter, we tune the frequencies so that the resulting solution remains feasible.

Note that \( T = t \) is being assumed in the above two steps. To handle the cases where \( T > t \), we first perform the above optimization (assuming \( t = T \) and using average values of arrival and file size parameters over every interval) at each of \( u = 1 \) to \( U \), to first determine the \( m_i(u) \). Subsequently, using the prediction information for each \( s \), we determine the appropriate \( f_i(u, s) \) using this pre-determined value of \( m_i(u) \).

### 5.2 Control Theoretic Approach

An alternative strategy that we propose is based on feedback control theory. Compared to the previous mechanism that relies on steady-state analysis of the system, control theory provides a way of addressing the system’s transient dynamics using feedback. It can allow finer granularity of controlling the system, to become more responsive to workload changes. In this approach, we decompose the given problem into two sub-problems:

1. Dynamically determine an aggregate frequency for each application that can meet response time guarantees when there is a single server per application running at this frequency; the objective for this subproblem is to meet response time with minimal aggregate capacity.
2. Solve a server allocation problem, which determines the number of servers for each application in order to provide the aggregate frequency obtained from the first subproblem. The objective for this subproblem is to balance between the cost of turning on new servers and the energy consumption of running servers at a higher frequency.

Figure 3 shows a schematic of this approach. At each time period \( t \), based on the feedback of tracking error that is the difference between the measured response time and its target value, an aggregate frequency will be computed for each application using control theory to provide response time guarantees. The number of servers for each application will then be allocated through an on-line optimization to provide the required aggregate frequency. The frequency for each individual server is calculated in terms of the aggregate frequency and the number of running servers. Since we set all servers for each application to be running at the same frequency \( f_i \), the aggregate frequency provided for the \( i \)-th application is calculated as \( F_i(u, s) = m_i(u) \cdot f_i(u, s) \) for \( u = 1, \cdots, U; s = 1, \cdots, S \).

We use \( F_i(u, s) \) interchangeably with \( F_i(k) \), \( k = 1, \cdots, U \cdot S \) when necessary. It should be noted that though the notion of aggregate frequency is based on approximating the response time from multiple servers by the response time from a single server with the same capacity, the feedback of real response time will hopefully make enough adjustments for this approximation. The details of the feedback control block and the on-line optimization block are given next.

#### 5.2.1 Feedback Control of Aggregate Frequency

For the first subproblem, we apply optimal control theory to dynamically determine the aggregate server frequency for each application. The original formulation in Section 4 minimizes operation cost subject to a constraint on response time. In this section, we incorporate the response time SLA into the objective function to meet response time with as low cost as possible. We modify the objective function as follows,

\[
\sum_{i=1}^{N} \sum_{k=1}^{U \cdot S} (R_F \cdot F_i^3(k) + R_{W, i} \cdot (W_i(k) - \hat{W}_i)^2)
\]

where \( k \) is the index for time interval \( t \); \( R_F \) and \( R_{W, i} \) are weights whose ratio provides tradeoffs between meeting target response
time and having lower energy cost. The weight parameters $R_F$ and $R_W$, are chosen to give priority to the SLA. The aggregate frequency $F_i$ is constrained by the total system capacity, i.e.

$$\sum_{i=1}^{N} F_i(k) \leq M \cdot f_{max}$$  \hspace{1cm} (3)$$

for $k = 1, \ldots, U \cdot S$. The cost function (Eq. 2) together with constraint (Eq. 3) define a constrained multi-input ($F_i$) multi-output ($W_i$) optimal control problem. One way to deal with the constraint (Eq. 3) is to incorporate it into the cost function. In this paper, since we assume that there is enough computation capacity to meet the response time guarantee for all applications (otherwise, the SLA would not have been agreed upon), constraint (Eq. 3) is always satisfied. Consequently, we solve the aggregate server frequency for each application separately, which leads to solving $N$ independent single-input single-output control design problems.

From the optimal control literature, the Linear Quadratic (LQ) regulator [4] seems to be the most appropriate way of solving this problem. However, in a general LQ formulation, the cost function depends on a quadratic term of the control variable. Therefore, we define a new control variable $\tilde{F}_i = F_i^{3/2}$ to make the LQ method applicable for our problem. Based on the above arguments and approximations, the cost function for optimal control design is defined as follows

$$J_i = \sum_{k=1}^{U \cdot S} (R_F \cdot \tilde{F}_i^2(k) + R_W \cdot (W_i(k) - \tilde{W}_i)^2)$$  \hspace{1cm} (4)$$

for $i = 1, \ldots, N$. Next, we first use system identification techniques to build a dynamic model between the new control input $\tilde{F}_i$ and the response time $W_i$, after which a LQ control law is derived.

**System Identification.** We approximate the dynamic relation from $\tilde{F}_i$ to the response time $W_i$ by a linear second-order ARX model as follows:

$$W_i(k+2) = a_{i,1}W_i(k+1) + a_{i,2}W_i(k) + b_{i,1}\tilde{F}_i(k+1) + e_i(k+2)$$  \hspace{1cm} (5)$$

or in a state-space form,

$$\begin{pmatrix} W_i(k+1) \\ W_i(k+2) \end{pmatrix} = H_i \begin{pmatrix} W_i(k) \\ W_i(k+1) \end{pmatrix} + G_i \tilde{F}_i(k) + \begin{pmatrix} 0 \\ e_i(k+2) \end{pmatrix}$$

where $H_i = \begin{pmatrix} 0 & 1 \\ a_{i,2} & a_{i,1} \end{pmatrix}$, $G_i = \begin{pmatrix} 0 \\ b_{i,1} \end{pmatrix}$, and $e_i$ denotes the noise in the system, $k = 1, \ldots, U \cdot S - 2$.

A second-order model is chosen here as a balance between model complexity versus accuracy to fit the empirical data. For system identification, a pseudo-random binary signal is used to generate the server frequency trajectory $\tilde{F}_i$, and part of the input workload is used to produce the corresponding response time trajectory $W_i$; then the data set $\{\tilde{F}_i, W_i\}$ is used by standard system identification toolbox in Matlab to compute the model coefficients in (Eq. 5). It should be noted that even though we use a real trace of HTTP requests for system identification (which is the same as that used in generating prediction models for queuing in section 5.1.1), this trace is for a time period that is different from what is used in the actual simulations and evaluations. Since the coefficient values in Equation 5 depend on the sampling granularity of the empirical data, for each time granularity (T1) that we use in our evaluations, an individual system model (Eq. 5) is constructed for control design. Details on the accuracy of the model can be found in [13].

**Control Law.** Given the cost function (Eq. 4) together with the linear dynamic equation (Eq. 6), the Linear-Quadratic regulator provides an optimal solution that is always stabilizing. The resulting LQ control input $\tilde{F}_i(k)$ is represented as the product of an optimal feedback gain with the tracking error in meeting response time,

$$\tilde{F}_i(k+1) = -R_F^{-1} \Pi_i G_i \begin{pmatrix} W_i(k) - \tilde{W}_i \\ W_i(k+1) - \tilde{W}_i \end{pmatrix}$$  \hspace{1cm} (7)$$

In terms of the LQ control theory, the negative feedback gain $-R_F^{-1} \Pi_i G_i$ is determined by solving $\Pi_i$ from the following Ricatti equation,

$$H_i^2 \Pi_i - \Pi_i - (H_i^2 \Pi_i G_i)(R_F + G_i^2 \Pi_i G_i)^{-1}(G_i^2 \Pi_i H_i) + R_W = 0$$  \hspace{1cm} (8)$$

The LQ solution can be easily calculated using existing Matlab toolbox. The aggregate frequency $F_i(k)$ for the $i$-th application is then calculated by $F_i = \tilde{F}_i^{2/3}$. In the implementation of the LQ regulator, an integrator is appended to reduce the steady-state tracking error in meeting response time SLA. Thus overall controller is

$$F_i(k+1) = F_i(k) + \tilde{F}_i^{2/3}(k+1)$$

$$= F_i(k) - R_F^{-2/3} \Pi_i G_i \begin{pmatrix} W_i(k) - \tilde{W}_i \\ W_i(k+1) - \tilde{W}_i \end{pmatrix}^{2/3}$$  \hspace{1cm} (9)$$

for $k = 1, \ldots, U \cdot S - 1$. The weights $R_F$ and $R_W$, in (Eq. 4) are design parameters. The rule of thumb is to set $R_F$ as $1/(\tilde{F}_i)^2$ and $R_W$ as $1/(W_i - \tilde{W}_i)^2$, where the subscript $\tilde{m}$ denotes the maximum possible value.

**5.2.2 Server Allocation.**

Given the aggregate frequency $F(u, s)$, an on-line optimization is formulated to allocate servers to each application. This is based on the tradeoff between the energy cost of running servers with higher frequencies versus the cost of turning on more servers.

Define $m(u) = \sum_{s=1}^{N} m_i(u)$, which denotes the total number of servers being turned on across all applications, and define $F(u) = \sum_{s=1}^{N} F_i(u, s)$, which denotes the total capacity that $m(u)$ should provide at each time interval of $T$. We allocate the number of servers for each application $m_i(u)$ proportional to its aggregate frequency, i.e.,

$$m_i(u) = \left\lfloor m(u) \cdot \frac{F_i(u, s)}{F(u)} \right\rfloor$$

(10)

Since server allocation occurs at $u = 1, \ldots, U$, by using $f_i(u, s) = F_i(u, s)/m_i(u)$, $F(u)/m(u)$ in the cost function defined in Section 4, we minimize the following cost,

$$\sum_{u=1}^{U} (K_S \cdot m(u) \cdot T \cdot (P_{fixed} + P_f \cdot (F(u)/m(u))^3)) + \sum_{u=1}^{U} B_0 \cdot [m(u) - m(u-1)]^+$$

(11)

Each server’s frequency should be operated within $[f_{min}, f_{max}]$. Consequently, for providing the aggregate frequency $F(u)$, the total number of servers that are allowed to run across all applications at $u$ is constrained by $m(u) \leq m(u) \leq \bar{m}(u)$, where $m(u) = \lceil F(u)/f_{max} \rceil$ and $\bar{m}(u) = \min\{\lceil F(u)/f_{min} \rceil, M\}$.

Equation (11) is a cost function with decision variable $m(u)$. We compute $m(u)$ at the beginning of each $u$, but at that time the value of $F$ calculated based on the feedback control in section 5.2.1 is
only up to \(F(u - 1)\) and the values of \(F(u)\) to \(F(U)\) are not available. Therefore, an on-line greedy algorithm is designed to solve \(m(u)\) in minimizing Equation (11). Further, we use the capacity from the previous interval \(F(u - 1, s)\) and \(F(u - 1)\) to calculate \(m_i(u)\) in Equation (10). A pseudo-code of this on-line algorithm can be found in [13].

The general idea behind this on-line server allocation algorithm is explained as follows. If we ignore the server turn-on costs in Equation (11), minimizing the number of servers (denoted by \(m^*(u)\)) for the energy cost can be achieved by setting the first derivative of Equation (11) with respect to \(m(u)\) as zero, i.e.

\[
\frac{\delta}{\delta m(u)} (K_2 \cdot m(u) \cdot T \cdot (P_{f, fixed} + P_T \cdot (F(u) / m(u))^2)) = K_2 \cdot T \cdot (P_{f, fixed} - \frac{2P_T \cdot F^3(u)}{m^3(u)}) = 0
\]

which gives

\[
m^*(u) = \left[ F(u) \cdot \left( \frac{2P_T}{P_{f, fixed}} \right)^{1/3} \right]
\]

This \(m^*(u)\) gives the break even number of servers based on the trade-off between the increase in cost due to turning on more servers, and the corresponding decrease in power expended because of allowing them to operate at a lower frequency. If we add one more server beyond \(m^*(u)\), the increase in cost due to the addition will outweigh the cost reduction due to the decrease of server frequency. Therefore, the number of servers being turned on \(m(u)\) should be always less than \(m^*(u)\) even without considering the cost of server turn-ons.

If we take into account the cost of turning on servers \((B_0)\), at any \(u, \ u = 1 \cdots, U\), there are two cases:

1. If the number of running servers in the previous time period \(m(u - 1)\) is higher than the minimum of the break-even number \(m^*(u)\) and the upper-bound \(\bar{m}(u)\), the number of servers \(m(u)\) should be brought down to \(\min(m^*(u), \bar{m}(u))\) - there is no associated boot cost for this.

2. Otherwise, additional servers beyond \(m(u - 1)\) could be turned on, but the total number of running servers is still upper-bounded by \(\min(m^*(u), \bar{m}(u))\).

For the second case, the number of servers is determined iteratively. Assuming that the number of servers has been increased from \(m(u - 1)\) to \(i\), turning on one more server beyond \(i\) will add a one-time boot cost \(B_0\), while it will reduce power cost by

\[
K_2 \cdot (j - u + 1) \cdot T \cdot \left( -P_{f, fixed} + \frac{2P_T \cdot F^3(u)}{m^3(u)} \right)\]

(i.e., the derivative of the first term in Equation (11) at \(m(u) = i\) only if no server will be turned off during time \(u\) to time \(j\)). The latter condition is checked by verifying if \(i\) is less than the minimum of \(m^*(u)\) and \(\bar{m}(u)\) up to time \(j\). Note that at current time period \(u\), we do not have future aggregate frequency \(F(j)\) for \(j \geq u\) to calculate \(\bar{m}(j)\) - we use an estimated value \(\bar{m}(j)\) to restrict \(i\) - which could cause the algorithm to become more greedy. Based on this argument, the algorithm searches if there exists such \(j\) within the whole \(U\) time periods during which the saving in power cost is larger than the one-time boot cost for turning on one more server. More servers will be turned on when such \(j\) exists until the number of running servers touches its upper bound.

After the aggregate frequency and number of servers for each application (Equation (10)) has been determined, the server frequency is calculated as

\[
f_i(u, s) = D\left( \frac{F_i(u, s)}{m_i(u)} \right)
\]

for \(u = 1, \cdots, U\) and \(s = 1, \cdots, S\), where \(D(\cdot)\) denotes rounding up the frequency to discrete levels in \(F = \{f_1, f_2, \cdots, f_l\}\).

### 5.3 Hybrid Approach

The queuing approach, described above, can be viewed to be “pro-active”, since it predicts workload behavior for the near future and tunes server allocation and frequency setting appropriately. While it can do well when the predictions are fairly accurate, and the steady state stochastic behavior is obeyed (requiring a fairly coarse-grained window), it may not be adaptive enough for fine-grained transient behavior. On the other hand, the control theoretic approach can be viewed to be “reactive” since it bases its decisions on feedback (we are using feedback control here rather than feed-forward), and is thus expected to be better at finer granularities, though it can possibly miss out on the predictive information for a longer granularity of optimization. This leads us to consider a hybrid scheme, where we use the predictive information of the queuing approach to determine server allocation (section 5.1) at a granularity of \(T\), and the feedback-based control theoretic approach for frequency setting (section 5.2.1) at the smaller granularity of \(t\). Note that this strategy is also in agreement with our underlying philosophy where server provisioning costs (in terms of time for server turn-on and application migration) are anticipated to be much higher than frequency control, and are thus expected to be done less frequently (i.e. \(T > t\)).

### 6. EXPERIMENTAL EVALUATION

#### 6.1 Experimental set up

We used real HTTP traces obtained from [1] during the last week of September and early October 2004, for our evaluation, whose arrival time characteristics are shown in Figure 4. There are 3 traces in all, denoted as Applications 1 to 3, with each trace being for a 3 day duration. We use the data of the first 2 days (called training data) to build the prediction model for the Queuing approach and the system identification model for the control-theoretic approach, while only the 3rd day’s trace is used in the actual simulation/evaluation. We mix these three applications in our experiments to get different workloads, WL1 to WL3: WL1 contains only one application, namely Application 2; WL2 includes both Applications 1 and 2; while WL3 includes all 3 applications.

The techniques have been evaluated using a simulator built on top of the CSIM simulation package. The simulator takes the server frequency \(f_i\) and the number of servers \(m_i\) for each time period as inputs, and generates response time \(W_i\) as system output for a given static HTTP request trace. During the simulation, it also calculates the energy consumed, number of reboots, and cost of operation. The cost of reboots and migrating a server from one application to another are inputs to the simulator. In the interest of space, we give a brief description of the simulation model below, and the reader is referred to [13] for further details.

Since we are primarily interested in the CPU power, which as explained in section 2 dominates over the other components, we assume that the static HTTP requests hit in the cache. Further, as pointed out in [15], 99% of the HTTP requests can be easily served from the cache. We ran microbenchmarks of requests with different file sizes on a server machine that hit in the cache and used this as the service times for the requests at the highest operating frequency (2.6 GHz). As expected, the relationship between file sizes and service times was more or less linear. We also conducted similar experiments on a laptop with DVS capabilities to confirm that the service time is inversely proportional to the operating frequency of the CPU, and appropriately adjusted the service times in our sim-
ulation model for the server class CPU. Each node in the simulated cluster uses these service times in serving requests in FCFS order. The maximum power consumption at the highest frequency in our simulator is 100 W, which roughly matches the consumption on current server CPUs. We then use the well-known cubic relationship between frequency and power, to model the power at each discrete frequency, which is similar to the technique in [15].

We restrict the results presented here to the parameter values shown in Table 2 in the interest of space. The table gives the different possible CPU frequencies, and their associated power consumption values. The electricity cost ($K_6$) is close to that being charged currently, and the dollar cost associated with wear-and-tear per reboot is based approximately on the cost of a disk replacement (say $200 including personnel) and the rated MTBF (say 40000 start-stop cycles). Though our model allows per application $W_i$, in the interest of clarity we use the same target response time for all applications of 6 ms. We have ensured that this is achievable for each workload by provisioning an appropriate number of servers ($M$) as given in the table. We consider different combinations of $T$ and $t$, with $t < T$, i.e. DVS being done much more frequently than server allocation, with $(T, t)$ being used to denote the experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$ (in Watts for each $f$)</td>
<td>(1.4, 1.57, 1.74, 1.91, 2.08, 2.25, 2.42, 2.60)</td>
</tr>
<tr>
<td>$K_6$ (cents/KWH)</td>
<td>10</td>
</tr>
<tr>
<td>$C_r$ (cents/boot)</td>
<td>20,000/40,000 = 0.5</td>
</tr>
<tr>
<td>$T_{reboot}$, $T_{migrate}$</td>
<td>90 secs, 20 secs</td>
</tr>
<tr>
<td>$M$</td>
<td>13 (for WL1), 31 (for WL2), 39 (for WL3)</td>
</tr>
<tr>
<td>$W_i$ (in msec)</td>
<td>6</td>
</tr>
<tr>
<td>$T$ (in minutes)</td>
<td>(60, 20, 10, 5) with $t \leq T$</td>
</tr>
</tbody>
</table>

Table 2: Default Parameter Values for Simulation

6.2 Results

6.2.1 Need for Sophisticated Strategies

Before evaluating our schemes, we first present some results to motivate their need, by examining the following three "simple" schemes running WL1:

1. Fixed servers, constant frequency during the entire experiment: Results with such a scheme for the maximum servers ($\approx 13$) by running the experiment in a brute-force fashion with each frequency level is shown in Table 3 (a). If we want any "viable" option with this scheme (i.e. $RT < 6.6$), the lowest cost we can get is 196 cents, which is around 15% higher than what Queuing can provide at (60,60) - see Table 4 - and we can do even better at other granularities.

2. Highest frequency, constant number of servers during the entire experiment: This corresponds to statically configuring the hosting center with the minimum number of servers needed to meet the SLA if they were all to run at the maximum speed. Looking at the results for this scheme in Table 3 (b), we see that it takes at least 8 servers operating at full frequency, before this becomes a "viable" option. Even at this number of servers, the energy consumption and cost are much higher than for our schemes at different time granularities (compare with Table 4).

3. Maximum number of servers, switch between $f_{min}$ and $f_{max}$: When there is no request, a server switches to the minimum frequency (no cost is assumed for such switching), and whenever a request arrives it switches to the maximum frequency until it has finished serving the request. Clearly, the response time is not any different from operating at maximum frequency. However, the energy (72.9% of having them all operate at highest frequency) and cost (277.55 cents) are much higher than what we can get with our schemes.

Note that the first two schemes require a brute-force evaluation of all alternatives, and are thus not suitable in practice. Our point in showing their results was to point out that even if one had a very good static server capacity allocation mechanism for the hosting center, results with a dynamic power management strategy can provide better savings due to time-varying behavior of the workload. One could envision the above third scheme to be a "no-brainer" power management strategy if there are no costs to transition between frequencies. However, with reasonable load conditions, there is not that much scope for operating at lower frequencies. The reader should note that we could use any of our three proposals in conjunction with this third simple mechanism in order to set the maximum frequency at which to serve a request dynamically (and to otherwise bring it down to $f_{min}$). However, we do not consider that in the evaluations.

<table>
<thead>
<tr>
<th>Freq. (GHz)</th>
<th>Cost (cents)</th>
<th>RT (ms)</th>
<th>Energy (%)</th>
<th>Serv. (#)</th>
<th>Cost (cents)</th>
<th>RT (ms)</th>
<th>Energy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.40</td>
<td>187.20</td>
<td>9.08</td>
<td>60.00</td>
<td>1</td>
<td>24.00</td>
<td>29368.20</td>
<td>7.69</td>
</tr>
<tr>
<td>1.57</td>
<td>196.76</td>
<td>5.07</td>
<td>63.07</td>
<td>2</td>
<td>48.00</td>
<td>17846.13</td>
<td>15.38</td>
</tr>
<tr>
<td>1.74</td>
<td>208.66</td>
<td>3.25</td>
<td>66.88</td>
<td>4</td>
<td>96.00</td>
<td>3085.25</td>
<td>30.77</td>
</tr>
<tr>
<td>1.91</td>
<td>223.14</td>
<td>2.34</td>
<td>71.52</td>
<td>6</td>
<td>141.00</td>
<td>28.45</td>
<td>46.15</td>
</tr>
<tr>
<td>2.08</td>
<td>240.46</td>
<td>1.87</td>
<td>74.77</td>
<td>8</td>
<td>192.00</td>
<td>5.05</td>
<td>61.54</td>
</tr>
<tr>
<td>2.25</td>
<td>260.87</td>
<td>1.57</td>
<td>83.64</td>
<td>10</td>
<td>240.00</td>
<td>1.95</td>
<td>76.92</td>
</tr>
<tr>
<td>2.42</td>
<td>284.63</td>
<td>1.36</td>
<td>91.23</td>
<td>12</td>
<td>288.00</td>
<td>1.35</td>
<td>92.31</td>
</tr>
<tr>
<td>2.60</td>
<td>312.00</td>
<td>1.20</td>
<td>100.00</td>
<td>13</td>
<td>312.00</td>
<td>1.20</td>
<td>100.00</td>
</tr>
</tbody>
</table>

(a) Fixed Servers = 13, Const. Freq. (b) Max. Freq. = 2.6 GHz, Const. Servers

Table 3: Results for the "simple" strategies
6.2.2 Comparison with IBM method

The most closely related power management mechanism from IBM [15] uses a rather simple feedback control mechanism to determine the frequency and number of servers for the next interval given those of the current interval and the observed utilization/response time, and these two mechanisms are integrated (i.e. $T = t$). It is a purely feedback mechanism and does not use any prediction, and it is not intended to manage server allocation across applications. In the interest of fairness, we should mainly compare results for WL1 (the single application workload in Table 4), and even there we see that while their method gives better energy savings (around 70%), it is not “viable” (i.e. the response times never meet the required SLA). Since their method treats response time on a best effort basis, rather than a constraint to obey, energy optimization takes center-stage, leading to much worse response times. As mentioned earlier, the SLA is usually much more important (the revenue earner) to the hosting center. Our schemes are able to meet the SLA in many cases, while still providing reasonable energy savings (around 50%).

6.2.3 Comparing our schemes

Table 4 can be used to compare our three strategies for the three workloads. For example, at (60, 60), Queuing is around 10% better in cost than Control for WL1. To understand the execution characteristics of these experiments at large $\mathcal{W} (T, t)$, we give an example execution of Application 3 in WL3 in terms of the number of servers provisioned ($m_i$), their frequency ($f_i$), and the corresponding response time ($W_i$) over time in Figure 5 (b). If we examine the response time behavior of Control (60,60), we see that there is a spike at hour 7. This is because there was a load burst in this hour, which the mechanism could not detect at the end of hour 6 (because there is only feedback). On the other hand, Queuing has advance knowledge of the workload for the next hour, and is able to make better judgments on server allocation. This also reflects on the corresponding frequency that is being set, resulting in the lower cost for Queuing.

When we move to the other extreme of small time granularities (say (10,5)), we see that the inaccuracies of the Queuing strategy significantly impact its viability, and this option does not meet the SLA in any of the 3 workloads. However, by getting very frequent feedback from the system, the reactive Control scheme is able to perform a better job of server allocation and frequency modulation to lower the costs.

The result of inaccuracies of Queuing at small $(T, t)$ is obvious in Figure 5 (a), which shows the time varying behavior for Application 2 in WL3. The Queuing scheme appears to under-estimate the required capacity, thus turning down more servers than Control. This results in a higher response time.

The hybrid scheme that is intended to benefit from the merits of these two schemes, does give a cost between these two at either extremes of time granularities. When we look at the large $T$ and short $t$ ranges (e.g. (60,5)), hybrid benefits from the pro-active mechanism for server allocation from the queuing strategy (it uses the same number of servers as Queuing), and the reactive feedback

Table 4: Comparing the Schemes for the three workloads. Only the costs with a “√” next to them are “viable”.

<table>
<thead>
<tr>
<th>(T,t)</th>
<th>Schemes</th>
<th>Cost (cents)</th>
<th>RT (ms)</th>
<th>Energy (%$\sqrt{(\text{cents})}$) #reboots</th>
</tr>
</thead>
<tbody>
<tr>
<td>(60, 60)</td>
<td>Queuing</td>
<td>170.00</td>
<td>5.86</td>
<td>51.54</td>
</tr>
<tr>
<td>Control</td>
<td>196.75</td>
<td>4.89</td>
<td>60.00</td>
<td>9</td>
</tr>
<tr>
<td>Hybrid</td>
<td>191.68</td>
<td>5.47</td>
<td>58.46</td>
<td>16</td>
</tr>
<tr>
<td>IBM</td>
<td>187.55</td>
<td>3.40</td>
<td>59.01</td>
<td>16</td>
</tr>
</tbody>
</table>

| (60, 20) | Queuing | 161.55 | 6.92 | 42.93 | 16 |
| Control | 186.84 | 6.37 | 56.92 | 16 |
| Hybrid | 183.52 | 5.79 | 56.95 | 16 |

| (60, 10) | Queuing | 162.62 | 5.96 | 49.23 | 16 |
| Control | 187.66 | 6.62 | 56.92 | 16 |
| Hybrid | 194.36 | 5.32 | 56.13 | 16 |
| IBM | 159.69 | 5.94 | 56.27 | 16 |

| (60, 5) | Queuing | 158.69 | 12.84 | 48.46 | 16 |
| Control | 187.40 | 6.58 | 57.69 | 13 |
| Hybrid | 181.52 | 6.37 | 56.15 | 16 |
| IBM | 95.51 | 38.85 | 30.77 | 25 |

| (20, 20) | Queuing | 161.41 | 6.45 | 48.46 | 32 |
| Control | 196.16 | 6.92 | 58.51 | 30 |
| Hybrid | 190.06 | 4.92 | 55.38 | 32 |
| IBM | 93.51 | 38.85 | 30.77 | 25 |

| (20, 10) | Queuing | 169.72 | 6.10 | 49.23 | 32 |
| Control | 194.42 | 6.48 | 58.92 | 31 |
| Hybrid | 187.96 | 5.25 | 54.62 | 32 |
| IBM | 93.51 | 38.85 | 30.77 | 25 |

| (20, 5) | Queuing | 164.03 | 24.48 | 46.92 | 32 |
| Control | 197.08 | 7.31 | 57.09 | 32 |
| Hybrid | 184.57 | 6.13 | 53.85 | 32 |
| IBM | 93.51 | 38.85 | 30.77 | 25 |

| (10, 10) | Queuing | 182.61 | 7.79 | 48.46 | 59 |
| Control | 208.58 | 5.89 | 56.12 | 63 |
| Hybrid | 198.05 | 5.25 | 53.85 | 59 |
| IBM | 83.03 | 46.20 | 46.32 | 32 |

| (10, 5) | Queuing | 171.44 | 26.26 | 46.92 | 59 |
| Control | 204.23 | 8.86 | 55.38 | 45 |
| Hybrid | 199.86 | 8.80 | 53.80 | 50 |
| IBM | 493.00 | 18.90 | 48.91 | 172 |

For example, at (60,60), Queuing is around 10% better in cost than Control for WL1. To understand the execution characteristics of these experiments at large $(T, t)$, we give an example execution of Application 3 in WL3 in terms of the number of servers provisioned ($m_i$), their frequency ($f_i$) and the corresponding response time ($W_i$) over time in Figure 5 (b). If we examine the response time behavior of Control (60,60), we see that there is a spike at hour 7. This is because there was a load burst in this hour, which the mechanism could not detect at the end of hour 6 (because there is only feedback). On the other hand, Queuing has advance knowledge of the workload for the next hour, and is able to make better judgments on server allocation. This also reflects on the corresponding frequency that is being set, resulting in the lower cost for Queuing.
from the underlying system to set frequencies based on short term variations to meet the response time SLA.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Cost (cents)</th>
<th>RT (ms)</th>
<th>#reboots</th>
</tr>
</thead>
<tbody>
<tr>
<td>(60, 60) Queuing</td>
<td>2612.3</td>
<td>2579.6</td>
<td>2618.7</td>
</tr>
<tr>
<td>Control</td>
<td>√2619.7</td>
<td>3.6</td>
<td>275</td>
</tr>
<tr>
<td>Hybrid</td>
<td>√2619.7</td>
<td>3.6</td>
<td>275</td>
</tr>
<tr>
<td>(60, 5) Queuing</td>
<td>2465.1</td>
<td>35.4</td>
<td>275</td>
</tr>
<tr>
<td>Control</td>
<td>√2759.0</td>
<td>5.4</td>
<td>275</td>
</tr>
<tr>
<td>Hybrid</td>
<td>√2613.3</td>
<td>5.4</td>
<td>275</td>
</tr>
<tr>
<td>(10, 5) Queuing</td>
<td>2312.5</td>
<td>73.4</td>
<td>342</td>
</tr>
<tr>
<td>Control</td>
<td>2628.7</td>
<td>7.2</td>
<td>323</td>
</tr>
<tr>
<td>Hybrid</td>
<td>2496.4</td>
<td>10.8</td>
<td>342</td>
</tr>
</tbody>
</table>

Table 5: Results for Workload with 30 applications and 285 servers

6.3 Varying the Parameters

One would be interested in finding out how these schemes scale as we move to a larger environment with a lot more servers that host more applications. We have conducted an experiment with \( M = 285 \) servers running \( N = 30 \) applications. Since it is difficult to procure so many different traces, we take the three traces used earlier and replicate them by using randomized phase differences to synthetically generate workloads. Results for this workload are given in Table 5 for representative \((T, t)\) granularities, viz., \((60,60), (60,5)\) and \((10,5)\). As before, the Queuing approach is more viable at the larger time granularity, and the inaccuracies cause a significant degradation in response times at the finer granularity. In fact, these inaccuracies at fine granularities result in poor choice of server allocation in Hybrid at \((10, 5)\). However, at the \((60, 5)\) granularity, Hybrid is again able to benefit from the pro-active prediction of Queuing for server allocation, and the feedback of Control for frequency modulation, giving the lowest response times.

Note that by modulating parameters of our system model we can target our optimizations at a wide spectrum of systems, operating conditions and cost functions. For instance, setting \( T \to \infty \) implies conducting server provisioning once (i.e. a static configuration of the number of servers), and then managing power only with DVS. Similarly, setting \( t \to \infty \) implies that only server turn off/on is employed for power management. We have also conducted experiments varying the dollar \((B_o)\) and time \((T_{reboot})\) of reboots \((B_o)\), and the time for application migration \((T_{migrate})\). The reader is referred to [13] for these results.

Further, we can ignore the current objective function, set \( F = \frac{1}{F_{max}} \) and find the minimum number of servers needed to meet \( W\) SLA for each application at any time. This is the traditional dynamic server provisioning problem without considering energy consumption. We have conducted such an experiment for WL3, and we find that the number of servers that are needed in all is 29 where the \( m_i \) keeps changing over time (at 60 minute granularity using Queuing). This is lower than \( 11 + 11 + 11 = 33 \) servers that would be needed if each of the applications were to be run in isolation, i.e. the server farm is partitioned between the applications to ensure SLA for each. This is because the peak demands across applications are not necessarily coming at the same time. Note that we are able to optimize energy by considering server provisioning and DVS simultaneously. On the other hand, schemes such as [15], rely on a higher level provisioning mechanism after which they can perform their energy optimizations.

7. CONCLUDING REMARKS

This paper has presented the first formalism to the problem of reducing server energy consumption at hosting centers running multiple applications towards the goal of meeting performance based SLAs to client requests. Though prior studies have shown energy savings for server clusters by server turn-offs and DVS, these savings come at a rather expensive cost in terms of violating the performance-based SLAs (which are extremely important to maintain the revenue stream). Further, previous proposals have not considered the cost of server turn-offs, not just in terms of time overheads, but also in the wear-and-tear of components over an extended period of time.

Our solution strategies couple (i) server provisioning for different applications, and (ii) DVS towards enhancing power savings, while still allowing different mechanisms for achieving these two actions, unlike any prior work. We have presented three new solution strategies to this problem. The first is a pro-active solution (Queuing) that predicts workload behavior for the near future, and uses this information to conduct non-linear optimization based on steady state queuing analysis. The second is a reactive solution (Control), which uses periodic feedback of system execution in a control-theoretic framework to achieve the goals. While Queuing can be a better alternative than Control when the workload behavior for the near future is different from the recent past, the steady state assumptions may not hold over shorter granularities. Feedback Control is preferable at these shorter time granularities, but the information obtained at the last monitoring period may not be very recent at larger time granularities. The Hybrid strategy, on the other hand, can use the predictive information of Queuing at coarse
time granularities for server provisioning, and the feedback of Control at short granularities for DVS. This Hybrid scheme is also well suited for a more practical setting where one would like to perform server provisioning less frequently (due to the high time overhead of bringing up servers or migrating applications), and perform DVS control more frequently. We have demonstrated these ideas using real web server traces, showing how our generic framework can capture a wide spectrum of system configurations, workload behavior, and the targets for optimization. Finally, we would like to mention that an implementation of the proposed schemes strategy is not time-consuming. For instance, in the 285 servers running 30 applications experiment, each server allocation invocation for Hybrid (which is done once in 60 minutes) takes around 30 seconds, and the frequency calculations (done once in 5 minutes) take less than a second, and these would not even need to run on the actual server nodes. By doing this control, we are saving on the average around $35 per day in electricity for the 285 server system. If we consider a more realistic hosting center with 10 times as many servers, this can work out to a savings of over $125K per year.

We are currently prototyping this framework on a server cluster. We are also refining our solution strategies further, and evaluating them with a wider-spectrum of workloads.
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